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Introduction




1. Introductioh _




-
Research &Applications of Intellectual Property in CAS @—

x Information Portal: IP database, IP analysis tools, IP
training, IP assessmei®, trading &transforming, etc.

x Intelligence products: IP rights informationjournal IP
analysis reports, IP consulting reports, Patents Tech Mining,
etc

x Services: customdatg intelligenceproductsconsulting,
training services for researcheli8 managersiP
policymakers, etc.

x Groups: IP managemerdepartment oCAS, IP Services
group of CASIP assistants in researcistitutes of CAS.



Research &Applications of Intellectual Property in CAS @—
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Classification Schema based on Patent Code ®—

x International Patent Classification (IPC): 8 Sections,
~69,000 classes

x US PatentCodes:3 Groups, 46Zategories~153,000 classes

x  EPO Cooperative Patent Classificationextension of the
IPC,adding 18,400 refined subclasses.

Human necessities

Performing operations, transporting
Chemistry, metallurgy

Textiles, paper

Fixed constructions

Mechanical engineering, lighting, heating, wea-
pons, blasting

G Physics

H Electricity
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-~
Classifications Schema basedn Contradictions & Principles &%)

x TRIZ: Russian acronym fdnventiveProblemSolving Theory

x Contradictions (Problems): basicand commormproblems inone
area. 1201 standard engineering problemse summarized.

% Principles (Solutions): basic and commosolutions used for
these problemsglO InventivePrinciples weresummarized.

Inventive Principles

- Segmentation

Extraction, Separation, Removal, Segregation
- Local Quality

_AsyImimetry

Combining, Integration, Merging

- Universality, Multi-functionality

- Mesting

Counterweight, Lewvitation
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_ Preliminary anti-action, Prior counteraction

10. Prior action



-~
Advantage & Disadvantage of two classification schem@—

x Schemabased on Patent Code :
Advantagemature; focused on technology field
Disadvantagestableand kept invariant for a longgme,;
too generato represenspecific tech

x Schemabased on Contradictions & Principles :
Advantagemature; focused osimilar problems &solutions
Disadvantagestableand kept invariant for a long time;

focusedbn machinery patents



-
PersonalizedClassificationsSchema oriented tolrRIZ o

x Dynamic Schemaifrom specific patents sehore accurate
with more details

x Qriented to Problems & Solutions (P&S):help find
patents withsimilar problems orsolutions

x Rich SemanticKk nowledge Representation (SKR):
support deep tech mining on patents



2. Methodology




Construct Preliminarily Optimize
Classification Schema Classify Patents Classifier

s Selection
orithms Selection

Compare Classifiers




)
Construct Classification Schema (=

x Micro -Level(SAO SemanticUnits): extract SubjeeAction-
Object(SAQ) triples from fields, such as Title, Abstract and clean SAO

usingTerm Clumping
Results: patents are represented asdi<gAO.

Tools Relationship Extract Tool: Reverb,
Text AnalysisSoftware: Thomsobata AnalyzeantagePoint

x Meso-Level(P&S Topics): generate P&S topics based bagof-
SAO of patents using LDA topic model.
Results: pateAP&S matrix, P&SSAO matrix.
Tools Machine Learning Toolkit : MALLET

x Macro-Level(Tech Topics): generatél echtopics based opatents

P&S matrix using LDA topic model.
ResultspatentTech matrix TechP&S matrix.



attach labels to topics.

Micro-Level

oot
o

ema

Domain

Experts: prune meaningless topicRimmarize simi

SAO=prob SAO=prob. SAO=prob.

SAO,=0.37 SAO =043 SAO,,=0.31
SAD,=0.33 SAO,=027 SAO,=023
SAO;=0.13 SAO:=0.20 SAO=0.14

SAO,= 0.1

SAO,, = 0.09

SAO=0.12
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SAO=prob.

SAO,, =027
SAOs;=023
SAOs;=0.21
SAO,=0.18

SAO=prob.

SAO,, =052
SAO =038
SAO4=0.07
SAO=0.02

SAO=prob.

SAOs,=0.23
SAOg=021
SAOs=0.18
SAOs=0.13




i . N
Preliminarily Classify Patents ,

x Feature Selection: Information Gain (IG),Document
Frequency (DF

x Classification Algorithms : Maximum Entropy Classifier
(MaxEni), C4.5 Decision Tree Classifier (DT), Nare
Bayes(NB)

x Compare Classifiers: compargehe accuracypased on the
differentcombinations of features aathjorithms and choose
best combinatiorio preliminarily classify patents on Test Sets.



Optimize Classifier -

x SmoothIimbalanced Data: optimize thetraining set byover
sampling.

x  ReduceDimension ofSAO: merge SAQoy patterrrulesto
reduce dimensions of SAfeatures.

x  Build a new classifier: apply thechosercombination of
feature and algorithman a new training set and SAO feature
set.



3. Case Study




)
Construct Classification Schema (=

x Data set: choose Large Aperture Optical Elements (LAOE) patents as
casestudy and get 1364 patents from Derwent Innovatiodsx(DII).

x  Micro-Level(SAO): 2372SA0 were collected as the miel@vel of
theschema and patents were represeasdhgof-SAO.

x  Meso-Level(P&S Topics): 200P&S topics based on pater@880O
matrix were generated and experts cHiiddgmeaningful P&S topics
as themesaolevel of the schema.

x Macro-Level(Tech Topics): 20 Techtopics based opatentsP&S
matrix were generated and experts summarized 4 Tech domain topics
as the macrdevel of the schema.
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x Part of the personalizddAOE patent clas




