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Motivation and Problem Formula-
tion




Motivation

How to generate thematic groups of researches using the titles of the
research projects of National University.
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Problem Formulation

The low occurrence rate of a word across documents the small number

of words in common among documents.

1. (D1) A review of theory and practice in scientometrics.
review theory practice scientometrics

Dy 1 1 1 1

2. (D3) Citation score normalized by cited references (CSNCR).
Citation normalized cited references CSNCR
Do 1 1 1 1 1

3. (D3) A review of the literature on citation impact indicators.
review literature citation impact indicators
D3 1 1 1 1 1
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Problem Formulation

The low occurrence rate of a word across documents the small number

of words in common among documents.

The final BOW:

w1 w2 W3 W4 W5 We Wy Wg W9 Wip Wil Wiz W13
D; 1 1 1 1 0 0 0 0 0 0 0 0
Dy 0 0 0 0 1 1 1 1 1 1 0 0 0
Dz 1 0 0 0 1 0 0 0 0 0 1 1
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Problem Formulation

The low occurrence rate of a word across documents

the small number
of words in common among documents.

The final BOW:

. represent a challenge for conventional text |2 ]*
L (
DL mining techniques. 0
D3 | 0 0 0 1 0 0 0 0 0 0 1
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Problem Formulation

Small number of terms = poor statistical information to find any kind of

relationships.
Original tf-idf
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Background




General Idea

Use external source to expand the original representation of short

texts.
OO0O0O0 e
Original Document (Tile) |:| |:| |:| |:| |:| ‘n%
B
i—]] SOURCE Compute DTR HiNRRE g
i]] i]] extornal Sotrce
m % AdB 2016/0;21:;



ernal Source problem

O Find a apropiate external source to expand the semantic
meaning of the documents.

WordNet
A lexical database for English Yg}«‘}g}:ﬁ%&é
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Distributional Term Representation (DTR)

A DTR is a way to expand semantic representation of terms,
compute wji extracted of related text [Cabrera et al., 2013].
Let wjx .The representation of a document d; based on DTRs is:

dtr __ .
= Z ajwy,

t]-ed,-

Where a; is a scalar that weights the contribution of term
tj € d; into the document representation. Many options are
available for defining a;.
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DOR Representation

Let wjy € [0, 1] represents the contribution of k-th document to
semantics representation of j-th text.

IT| IT| gaoooo || |
D =diag Lo, pooog |z
m(d1) m(dn) 0885 |
DOR = (1 +1og(AT)) D boood
%/_/ Documents
A/ Retrived

Where A;; = df(dj, t;), m(dy) is the number of diferent terms in
the dictionary T, that appear in the document dj, it’s mean
n(de) ={ti | tiedi ANt; € T}

Q na 2016,/09/13
I I l I LAB id 10



ntation

We found @; =< wjy, ..., wjr >€ Rl such that t; € T and
wjx € [0,1] that is the contribution of k-th term to semantics

representation of j text.

Terms retrived

T IT| ooood
D =diag S, 700000
y(t) vt :|B0000
TCOR = DB = D(1 + log(B' * B)) *Eoooo
1 sitjed,;
Where Bjj = 0 St " y(tj) represents the number of
e.0.c

dlfeF@nt teyms in the dicctionary T that co-occurs with £; in Mg 109/13

e tloi}g ocument. Sid 11



Maps words to continuos vector representations (i.e. point in an

N-dimensional space), using the continuous skip-gram model
[Mikolov et al., 2013].

Output Layer
Softmax Classifier

Hidden Layer
Linear Neurons Probabity that he word
ot vector Y ) > e
TN
\_ Z J Probabilty that the word
S “abilty" appears nearby
J Probabilty that the word
— “able’ appears nearby

10000 .
positions ~
500 neurons probabilty that the word
zone” appears nearby

2016/09/13
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http://mccormickml.com/2016/04/19/word2vec-tutorial-the-skip-gram-model/

Word2Vec Representation

Post-training, associate every word w € W with a vector u_f]‘:

O w j is the vector of synaptic strengthes connecting the input

layer unit w; to the hidden layer

O more meaningfully, zﬁj is the hidden-layer representation of

the single-word context C = wj.

O vectors are (artifically) normed to unit length (Euclidean

norm), post-training
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Proposed Methodology




General Proce

The proposed process

S - . PRE-PROCESSING |
o muts- GOOGLE OF TITLES
ngiatznon |———" —N‘ L >t
it ( words, indexing
Language Detection PREPROCESSING | =< ( )
Q.. aN OF ABSTRACTS ‘ —»{ CLUSTERING
Tokenization, stop /-
| words, indexing . /
Term
Representation Q
Abstracts e
) retrival validation
[ —
L.
Scopus API
Text Storage
Collection
Eisevier h! ; e
ScienceDirect
APl

Short-text clustering method proposed
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) Constructing language

classifier.
Identify

English /Spanish
Documents.

Google Translate API

on Clud Google Service

The multi-
lingual short
text

The proposed process

PRE-PROCESSING

Tokenization, stop
words, indexing
Language Detection

OF TITLES

Q1. QN

Pre-processing

=\

O Remove Stop Words (NO Steming).

O Depurate original, remove recurrent words.
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J

O

Query Process

Use Scopus API and
Scien Direc API
o Maximum 100
articles retrived by
query
o Explore number of
document

Contruct a Python
wrapper for Elsevier
APIs

Abstracts
retrival

{2

Scopus API

)

{ 1
Collection
Elsevier A s

i

ScienceDirect
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http://www.wikibooks.org
http://www.wikibooks.org

1. Consolidate and depurate abstracs

retrived.

2. Make co-ocurrence term matrix

i l and
3. Build our own Word2Vec model
e .I'S—
Tokenization, stop _b'\ o based on SCOpuS data base.
words, indexing N "]
Distributional 4. Compute distributional term o
et representation:
o Using TCOR representation
o o Using DOR representation
|:> o Using Word2Vec models:
(Google News, Wikipidea and
Text Storage own Word2Vec representation)
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Clustering Algorithms

O Spectral Clustering

O Kernel K-Means (Cossine Kernel, Gaussian Kernel)

O Non-Negative matrix factorization

O Online Kernel Matrix Factorization (OKMF)

O Davies - Bouldin

O QError

O Silhouette

Q
m | LnA%I

External Validation

O Purity

O Adjusted mutual
information score

O V Measure score

O Adjusted rand score

CLUSTERING
Distributional l
Term
Representation Q
Internal and
External
validation
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Experimental Results



perimental Setup

Construc
Test Dataset (20 Procces

Key Words Selected) 2 B
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Data Sets

O We construct this data
set selected 20 different
key words.

O The initial data set has
3718.

. O Processioning text
O We make queries and . .
. removing some string
consolidate a data set
with 1696 titles (our gold

standard).

O We have 76820 different
terms and 22267
documents retrieved.

) nd 2016/09/13
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using regular expression.
O In this data set we have

202792 different terms

and 37069 documents

retrieved.



Tt-idf ord2Vec-Representation

Word2Vec Representation (Scopus - wt. tf-idf)

Original tf-idf
K 500 1000 1500 ] oo
500
1000
1500

Cosine similarity using tf-idf representation of original text (left) and word2Vec expanded

repre tation (right). 2016/09/13
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Comparison of clustering methods

Davies- adjusted homogenei M adjusted
_ |QError |Silhouette measure (mutual info  |Purity
Bouldin rand score |ty score
score score

Spectral(tf_idf) 0.974 7.513 |0.010 0.046 0.207 0.223 0.174 0.253
Kernelkmeans (tf_idf) 0.979 9.704 |0.007 0.064 0.176 0177 0.142 0.238
Spectral(TCOR) 0.405 4.386 |-0.008 0.205 0.389 0.398 0.364 0.429
Kernelkmeans(TCOR) 0.406 5.002  1-0.041 0.197 0.383 0.393 0.358 0.391
Spectral(W2V_GOOGLE) 3.033 4127 10.014 0.147 0.305 0.308 0.277 0.327
Kernelkmeans(W2V_GOO |3.006 4.025 |-0.015 0.148 0319 0.322 0.292 0.318
GLE)
Kernelkmeans(W2V_SCOP|0.379 2.934 |0.041 0.212 0.395 0.402 0.371 0.407
us)
Spectral(W2V_WIKIPEDIA) |12.336 |3.573 |0.001 0.167 0.341 0.342 0.314 0.380
Kernelkmeans(W2V_WIKIP|12.265 [3.646 |0.003 0.169 0.352 0.354 0.326 0.364
EDIA)
Kernelkmeans(TCOR'W2V |0.379 2.934 |0.041 0212 0.395 0.402 0.371 0.407
_SCOPUS)
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Conclusions

O The performance of methods using external knowledge
related to the document collection was better than the

performance of traditional methods.

O Kernel Kmeans and Spectral Clustering showed better
results that the other methods tested.

O (Future Work) We would be used a Spanish corpus to train

word2Vec word embeding.
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Thank
you

Some Question?
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